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Abstract

The speed and volume of scientific publishing is accelerating, both in terms of number
of authors and in terms of the number of publications by each author. At the same time,
the demand for knowledge synthesis and dissemination is increasing in times of upheaval
in the education sector. For systematic reviewers in the field of education, this poses
a challenge in the balance between not excluding too many possibly relevant studies
and handling increasingly large corpora that result from document retrieval. Efforts to
manually summarise and synthesise knowledge within or across domains are increasingly
running into constraints on resources or scope, but questions about the coverage and
quality of automated reviewprocedures remain. This articlemakes the case for integrating
computational text analysis into current review practices in education research. It presents
a framework for incorporating computational techniques for automated content analysis
at various stages in the traditional workflow of systematic reviews, in order to increase
their scope or improve validity. At the same time, it warns against naively using models
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that can be complex to understand and to implement without devoting enough resources
to implementation and validation steps.

Keywords literature reviews; machine learning; bibliometrics; computational text analysis

Introduction

The field of education research is increasingly affected by socio-technical challenges. In recent years,
a combination of increased digitisation of educational offerings and world-spanning crises such as the
global Covid-19 pandemic have had profound consequences both for the surrounding support structures
for, and for the content of, educational research. Topics in education research have moved towards
a concern with digitisation, psychological and medical factors and the impact of these on curriculum
development and instruction (Polat, 2022). There is also rising interest in questions of inclusivity in
education, particularly in situations of social change (Pak and Ravitch, 2021). This context, coupled
with an increasing demand for rapid dissemination of empirical evidence in times of crisis (Gorbea
Díaz et al., 2023), means that the conditions for systematic appraisals of new research in the field have
shifted. Simultaneously, the landscape of scientific publishing has undergone dramatic changes in the
past few decades, both in terms of the volume of publications and in new forms of dissemination and
the emergence of new fields and subfields in most disciplines. These changes have a bearing on the
practice of reviewing and summarising large corpora of academic texts.

Even as changing conditions bring new challenges, there are developments within the practice of
systematic knowledge summarisation which might help meet these. Concurrently with the evolution of
the publishing landscape, new developments in the capabilities of machine-assisted analyses of lexical
and semantic content (‘ML/AI techniques’ from now on) have given rise to new methods for conducting
large-scale review and summarisation. In fields with a high degree of standardisation in reporting results,
such as medicine, the use of ML/AI techniques in research synthesis is already common (Marshall and
Wallace, 2019; Van Dinter et al., 2021). The practice is also spreading to other quantitatively oriented
fields where standardised protocols for statistical meta-analysis can be developed (Ioannidis, 2022). In
fields with a higher degree of heterogeneity in reporting practices, such as education research, the use
of ML/AI techniques for textual analysis is still limited, although growing (Ayanwale et al., 2024).

If used properly, ML/AI techniques can present one way to at least partially address new challenges
arising from the intensification of academic publishing. At the same time, it is important to be aware of
the trade-offs that come with increased automation of text analysis, particularly in terms of validity and
trust in the results.

In this article, I will discuss how new computational techniques can assist in all phases of the
systematic review process, from text retrieval and screening to analysis of the content within publications
using machine learning and contextual analysis of the relations between documents using bibliometric
methods. The article does not present original research using these tools. Instead, it aims to provide: (1)
a description of the current challenges and opportunities presented by the rise of ML/AI techniques in
systematic reviews related to the field of education; (2) a typology of review tasks where such techniques
can be used; and (3) an appraisal of the trade-offs inherent in the adoption of these techniques. I present
a set of promising avenues for the automation of manual tasks that are proving untenable when met
with corpora above a certain size. This avoids having to limit the number of publications eligible for
reviews without first considering their fit for the review. Rather than supplanting the expert assessments
of reviewers, the aim is to provide reviewers with a solid conceptual foundation for understanding the
parts of the review process that can be supplemented by quantitativemethods, andwhich considerations
must be taken when sampling, filtering, mapping and summarising research fields.

Challenges in systematic reviews

In this section I will briefly discuss two of themain challenges facing systematic publication analysis today:
the explosive growth in scientific literature and the increased fragmentation of scientific fields. These
have developed against a backdrop of changing expectations from policymakers and society at large for
more comprehensive and more rapidly produced reviews of relevant research in the face of disruptive
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events such as the recent global Covid-19 pandemic (W.-T. Wang andWu, 2021). Increased demand and
shorter turnaround place an onus on the systematic reviewer to combine more efficient methods with
rigorous quality control to ensure reliability in their work (Buhagiar and Anand, 2023).

Explosive growth in publications

In the latter half of the twentieth century and well into the twenty-first century, the global output of
research articles has been doubling roughly every fifteen years (Bornmann et al., 2021; Thelwall and
Sud, 2022). Such rapid expansion of the scientific corpus has serious implications for systematic reviews,
especially in what might be called text-interpretative fields such as education research, where literature
is highly heterogeneous in form and content, and dispersed across more numerous but smaller journals
(Bearman et al., 2012). Traditional methods of literature analysis, often involving manual sifting and
vetting of articles, become increasingly untenable as the volume of publications continues to rise.

The sheer volume of publications poses a logistical challenge to review projects that rely on
manual identification and classification of publications for inclusion. The main problem, however, is
the increased risk of low validity that results from attempting to implement stringent search constraints
to limit eligible search results (Cian, 2021). Missing out on pivotal studies can compromise the integrity
and findings of the review. As the volume of scientific outputs mushrooms, ensuring thorough validation
becomes difficult (Lefebvre et al., 2019). A vast corpus means a greater number of studies to scrutinise,
methodologies to understand and results to interpret. It is imperative, therefore, to consider how
systematic reviews can maintain rigour, depth and breadth facing such an abundance of potentially
relevant information.

Field fragmentation

The proliferation of scientific literature has been accompanied by the increasing fragmentation and
specialisation of scientific fields (Sjögårde and Ahlgren, 2020; Q. Wang and Waltman, 2016). While
indicative of the maturation and refinement of scientific disciplines, this presents substantial challenges
for systematic reviews. Concurrent with this is an increased focus on interdisciplinary collaboration,
resulting in more collaborative publishing across fields (Glänzel and Debackere, 2022). This trend is
present in education research, which exhibits tendencies towards both increased fragmentation and
multidisciplinarity (Huang et al., 2020).

Frequently, systematic reviews are undertaken to gain an understanding of questions that cut
across disciplinary boundaries. Synthesising insights across multiple sub-disciplines requires generalised
knowledge of the process of systematic reviews combined with domain-specific knowledge (Park et al.,
2021). There is a constant tension between depth and breadth. Ensuring a comprehensive review across
several fragmented subfields often means wading through disparate terminologies, methodologies and
even epistemologies, which can be an arduous and intricate task.

Expecting reviewers to possess deep expertise across all relevant sub-disciplines covered by a
systematic review is in many cases unrealistic. This limitation raises questions about the proficiency
with which reviewers can validate findings from subfields outside their core expertise. Nuances in
methodologies, terminologies or theoretical frameworks that are specific to a sub-discipline might be
misconstrued or oversimplified by someone unfamiliar with that specialisation (Shahjahan et al., 2022).
This is particularly true in cases where the literature under review has fewer standardised reporting
elements and data suitable for rigorous meta-analysis (M. Campbell et al., 2020; Tong et al., 2012), such
as is the case with education research.

Possibilities in publication analysis

The challenges posed by the growth and diversification of scientific literature underscore the need for
expanding the toolbox of systematic review in literature retrieval (Gusenbauer and Haddaway, 2020),
relevance filtering (Rethlefsen et al., 2021) and content summarisation (El-Kassas et al., 2021). Traditional
searchmethods, reliant on keyword-based querying andmanual filtering, are becoming less feasible and
efficient, given the vastness and complexity of today’s academic databases (Harari et al., 2020).

However, the rise and fragmentation of scientific publishing is not the only significant trend seen
in the past decades. In the same period, there have been major advances in the development of
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computer-assisted tools for handling the content within, and the relations between, text documents
(Khurana et al., 2023). These developments open new opportunities for the systematic analysis of
scientific texts, aided by better languagemodels and better access to computing hardware and literature
metadata. Together, machine-learning techniques and relational bibliometric analysis can alleviate some
of the pains of attempting systematic synthetisation of the research literature (Pan et al., 2024), and
potentially reduce the effects of human error in various parts of the review process (Bannach-Brown
et al., 2019; Kusa et al., 2023).

Natural language processing

ML/AI techniques present promising solutions to the challenges that have long plagued the systematic
review process, offering both enhanced efficiency and depth of analysis. Whereas computational
text analysis techniques were somewhat esoteric and highly specialised fields twenty years ago, three
developments have combined to make ML/AI techniques available to researchers outside computer
science or specialising in language-processing tasks: text models have vastly improved; the cost and
task complexity of text analysis has dropped; and mature software support systems have appeared.

First, there have been clear improvements in text models. Unlike earlier models that relied
heavily on manual feature engineering and could only capture surface-level patterns (Raffel et al., 2020),
contemporarymodels such as transformers can understand context, semantics and even nuances in texts
(Min et al., 2021). The ability of modern languagemodels to consider contextual informationmakes them
adept at tasks such as identifying sentiment in text (Wankhade et al., 2022), identifying and classifying
topics (Vayansky and Kumar, 2020) and clustering documents based on their semantic content (Ghosal
et al., 2020). For systematic reviews, this can translate into more accurate literature categorisation, richer
extractions of insights and even the potential to identify overarching themes across disparate studies.

Second, the past decade has seen tremendous growth in specialised hardware and software
designed to handle large-scale text-processing tasks (Lauriola et al., 2022). Assuming the technical
competency is there, even vast corpora can be processed locally, reducing dependency on costly cloud
services or high-end data centres.

Third, the support systems for doing ML and natural language processing (NLP) analysis have
matured over the same period (Hewage and Meedeniya, 2022). The ML and NLP landscape is defined
not only by its algorithms and hardware, but also by the ecosystems that support them. There has been
a proliferation of user-friendly software tools tailored for text analysis (Gkevrou and Stamovlasis, 2022;
Qi et al., 2020) and off-the-shelf solutions providing pre-trained models and easy-to-use application
programming interfaces (APIs) (Gamieldien, 2023). Researchers with access to the right technical
competencies can also train their own models with open-source access to the underlying language
models (Wang et al., 2024). Extensive support documentation and training material is readily available.
Together, these developments point towards a maturation point for the inclusion of ML and NLP
techniques in their review workflow.

Stages of a systematic review

To better understand how computational techniques can fit into well-established workflows for
systematic reviews, it helps to understand the distinct stages of the review process. The rest of this
article will describe the review process, where computational techniques can be employed in such a
workflow, and new challenges that may arise from the use of automation that reviewers must be aware
of and able to answer satisfactorily.

We can divide the workflow of reviews into four distinct phases (Newman and Gough, 2020):

1. Operationalisation of research questions and conceptual framework
2. Identification of potentially relevant literature and document retrieval
3. Analysis and summarisation of the content of publications
4. Analysis and visualisation of metadata and content.

In this article, I focus on the last three stages, as the operationalisation and conceptualisation steps
criteria lean heavily on domain expertise, and they are still reliant on manual design decisions.
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Identifying relevant publications

Most systematic reviews start their literature identification and retrieval phase with a keyword search,
using the resulting publication set either for bounding the corpus or as a starting point for various forms of
snowballing and/or corpus supplement strategies (Polanin et al., 2017). Within the context of structured
databases such asWeb of Science or Scopus this will continue to be themost commonmethod, meaning
there is little scope for computational techniques to play a large role in this step in the process.

However, most keyword-based search techniques result in a large share of publications of low
relevance to the review topic or research question. Some review tasks start with a corpus of publications
connected through other criteria than topical or field similarity. This means that being able to quickly
assess large numbers of publications for eligibility or clustering and classification can provide major
benefits, especially when the corpus size expands beyond what is feasible to manually handle.

For example, rather than rely on relevancy criteria defined through the search strategy (for example,
only publications from a certain geographic area, or from a very limited time period), computational
techniques can be used to exclude or include publications based on criteria related to relational (De
Bellis, 2009) or semantic characteristics (Van de Schoot et al., 2021) of the publications.

Expanding beyond the citation signal, NLP techniques can be employed to match publications
based on lexical patterns and semantic content (Chandrasekaran and Mago, 2022). This ensures that
even articles that do not explicitly use the predefined keywords but discuss the topic in question or
adjacent, pertinent topics, have a chance of being captured. Making use of such techniques can also
improve recall of document retrieval (Kuzi et al., 2020).

Other techniques involve text classification algorithms for relevancy scoring. Systematic reviews
in education research have made use of such algorithms when they have been predefined and
implemented in existing review software such as Leximancer (Thomas, 2014), Covidence (Jackson
et al., 2022) and Rayyan (Bhatti et al., 2023), but the ability to fine-tune models for sensitivity towards
domain-specific terms has been shown to yield good results in the field of education (Z. Liu et al., 2023).
The most basic method is to use ML models trained to classify texts based on predefined relevancy
criteria. By feeding these models a training set of relevant and non-relevant articles, they can learn to
discern the characteristics of pertinent publications. Once trained, they can process large volumes of
literature, efficiently categorising them as relevant or not. Automated classification speeds up the initial
filtering process, reduces manual labour and ensures consistent application of relevancy criteria across
a large corpus. However, validity concerns necessitate pre- and post-application manual validation
of these techniques (Song et al., 2020), meaning that reductions in time and effort only manifest at
larger scales.

More complex filtering techniques involve using a clustering or multiclass classification algorithm to
identify clusters based on their semantic and topical similarities, to then identify sub-corpora of higher
relevance for inclusion in the review process (Weisser et al., 2020). Similarly, experiments with large
language models (LLMs) have shown good performance on clustering tasks (Keraghel et al., 2024).

Analysing and summarising the content of publications

After defining the set of eligible publications for a review and validating the resulting corpus, the next
step in most review processes is analysing and summarising the content of the publications. Traditionally,
this step could only be done by the reviewer reading and summarising the content in a manual fashion.
The benefit of this is that human judgement can be attached to the resulting analysis, but the obvious
drawback is that it scales very poorly with corpus size.

Computational text analysis offers far superior scalability. Modern NLP architectures using word
embeddings or transformers have been shown to achieve human-level classification and summarisation
scores, meaning human evaluators agree with the algorithmic classification about as often as they agree
with other humans completing the task (Bird et al., 2023; Occhipinti et al., 2022). For some tasks,
sentiment analysis can be used to understand the valence of a publication, particularly in identifying
supporting or detracting citations to other literature (Wang et al., 2022).

In addition to identifying conceptual relationships through semantic similarity, some models can
be used for automatic summarisation or data extraction tasks (Jethani et al., 2023; Wagner et al., 2022).
LLMs, with their large context windows and fine-tuning for extractive tasks, offer a promising avenue
for automated text summarisation (Bianchini et al., 2024; S. Liu et al., 2024). This is particularly useful
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when identifying specific sections of publications, for example, extracting descriptions ofmethodologies,
or other clearly delimited summarisation tasks (de la Torre-López et al., 2023). For whole-document
summarisation, current models have been shown to struggle with summarisation of long-form texts
(El-Kassas et al., 2021), particularly if the task is of an abstractive (that is, generating new sentences that
capture semanticmeaning) rather than an extractive kind. This can be alleviated by introducing indicators
of domain knowledge or additional metadata in the training process (Xie et al., 2022), but careful thought
must go into integrating these techniques into the review workflow. Still, the largest providers of LLMs
all currently provide ways to define sets of documents that can act as a knowledge base for the model,
reducing their tendency for hallucinations and increasing validity of the summarisation (S. Liu et al., 2024).

The trade-off in using these techniques is ceding some control to the algorithms (Kasneci et al.,
2023). It is usually possible to inspect the weighting scores of individual records in classification tasks,
and some variable importance measures can be computed to identify which terms contribute the
most to a particular classification. However, providing this in a meaningful way for thousands, if not
tens of thousands, of publications can be challenging. The effect is that the reviewer will have to
draw validity from the strength of the pre- and post-validation steps undertaken earlier in the process
(Susnjak et al., 2024).

Metadata analysis and visualisation

Concurrent with content analysis, relational analysis can help in understanding the research context of
a set of publications (F. Campbell et al., 2023). Situating research in time and place adds contextual
information and can itself be used to identify clusters of researchers or topics. In many cases, one of the
goals of the review process is to gain an understanding not only of what is covered in the corpus, but
also of who is contributing.

The most common techniques of relational analysis are used for domain mapping, with the goal of
mapping out the underlying structure of networked relations that can be inferred from the metadata.
These include co-authorship networks, influence lineage through citation networks or mappings of
publication channels for any given topic. Biographical metadata can be used to construct profiles of the
academic milieux of the corpus, to understand geographical or institutional distribution (Higham et al.,
2022; Rungta et al., 2022). Temporal network analysis can be used to trace the development of topics
and scientific domains (Jiang and Liu, 2023; Vital and Amancio, 2022). In the overlap between relational
and contextual analysis, topic modelling using title and abstract text has been shown to produce good
results, albeit often requiring supervised training and manual validation to ensure good reconstruction
of topics (Held et al., 2021).

While relational analysis is often used as a context-providing supplement to content analysis, its
methods are more mature in terms of tested validity, and they offer more in the way of interpretability
of results. Because of this, they can also serve as extra steps towards validation of the content analysis
techniques. Using topic modelling in combination with text classification can be part of a comparative
validation step. In addition, relational analysis lends itself well to visualisation. Network visualisations
of citation, co-publication or topic similarity graphs offer a way to manually inspect and validate the
output of the algorithms (Kossmeier et al., 2020). This has the potential to increase the validity of the
review project.

The integration continuum

As should be evident from the discussion so far, there aremultiple phases in the systematic reviewprocess
whereML/AI techniques can be integrated. This integration is not a binary choice, but rather a continuum
with varying degrees of implementation. One can envision moving along this spectrum, from minimal
to full integration, depending on the complexity, size, goals and available resources of the project. As
the use of computational methods intensifies in a project, scaling in terms of corpus size and analytical
methods can be achieved, but not without incurring added costs in terms of project complexity and
introducing extra validation steps. Integrating new techniques requires different skill sets and the ability
to work in a cross-disciplinary fashion, both of which have project size and complexity costs related to
them. Table 1 summarises the characteristics of the various degrees of integration and gives some hints
as to when it makes sense to apply them.
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Table 1. Characteristics and applicability of various computational integration modes

Integration Characteristics Applicability for

Minimal Traditional search and manual selection
remain dominant. Computational
methods are applied in limited scenarios,
such as initial eligibility filtering or to
understand citation patterns of core
articles.

• Smaller, narrowly focused reviews, or
when the review team has limited
familiarity with ML and
bibliometric tools.

• Topics that are highly specialised
and require
domain-specific interpretations.

Moderate Traditional methods and computational
techniques applied side-by-side,
complementing each other. ML/NLP
might be used for initial data cleaning
and clustering, but in-depth analysis and
summarisation remain manual.
Bibliometrics might be used to identify
key publications and authors, serving as a
guide for manual exploration.

• Medium-sized projects, or when the
literature spans multiple,
interconnected domains.

Significant Computational techniques play a guiding
role in all phases, often iteratively,
providing initial shortlists, flagging
discrepancies or highlighting emerging
themes. Critical decisions and final
interpretations are made by human
reviewers.

• Larger, more complex reviews,
especially when the literature is vast
and evolves rapidly.

Full Almost every stage, from data gathering
to analysis, is dominated by
computational methods. ML/NLP
models not only categorise and cluster,
but might also provide preliminary
interpretations or summaries.

• Very large-scale reviews, or when the
objective is to provide a broad
overview rather than a deep dive.

• Projects with significant
time constraints

• Overview or simplified review
projects where the goal is to get a
rapid understanding of a vast body
of literature.

The choice of where a review falls on this spectrum should be strategic and driven by the unique
requirements and constraints of the project. While the allure of advanced computational techniques is
undeniable, it is crucial to remember that the goal of a systematic review is to provide accurate, insightful
and actionable analysis for policymakers. The tools employed, be they manual or computational, should
always serve this primary objective.

Challenges with the integrated approach

One of the primary concerns with employing automated systems, particularly complex ML models, is
the ‘black box’ nature of their operations (Yan et al., 2024). While ML models can efficiently process vast
amounts of text and identify patterns beyond human capability, their decision-making processes can
often be opaque (Tao et al., 2022). Additionally, while much work is done on testing models on various
text analysis tasks, the field still lacks rigorous, transparent benchmarks for model evaluation (O’Connor
et al., 2019). This lack of transparency poses challenges in the validation of the selection, classification
and summarisation steps. If reviewers cannot understand or explain why certain texts were selected or
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categorised in a particular manner, it can lead to scepticism regarding themodel’s decisions. This opacity
can thereby undermine the perceived validity and trustworthiness of the entire review process.

Systematic reviews traditionally rest on domain expertise, where review validity is based on the
reviewer’s expert assessment. As noted in the introduction, this can already pose a problem for more
fragmented fields such as education research, where there is a higher heterogeneity in terminology used
(Coe et al., 2021; Newman and Gough, 2020). The integration of quantitative text analysis introduces
a technical dimension that might be alien to many reviewers. A review project must now introduce
rigorous training, testing and validation cycles to the process, particularly for the more integrated
procedures. The need to understand and sometimes tweak algorithms, validate model outputs or
interpret complex network graphs can be daunting for those without a background in computational
methods. This mismatch can result in a reluctance to adopt these tools or, worse, their misuse due to a
lack of understanding.

Given the technical challenges of custom-building and maintaining ML/NLP models, using
off-the-shelf software or proprietary platforms might be the only feasible road to integration. While
these offer user-friendly interfaces and promise comprehensive analysis, they come with their own set of
challenges. First, they can be costly, limiting access for researchers with constrained budgets. Second,
proprietary systems further exacerbate the ‘black box’ problem, as their internal workings and algorithmic
implementations are often hidden from users. This can create a dependency where reviewers aremaking
crucial decisions based on tools they neither fully understand nor control. Similarly, the efficiency of
automated tools might lead reviewers to overly depend on them, or lead to review projects being
undertaken by people who lack the necessary understanding of the systematic review process.

Conclusion

This article has presented some ways in which computational methods can be integrated into systematic
reviewprojects to deal with the challenges of increased size and specialisation of scientific corpora. While
the uncertainty connected to parsing semantic content algorithmically means that extra care must be
taken in the design and implementation phases of a project, it is probable that most review projects in
the future will have to integrate ML/AI techniques to plausibly claim that most or all relevant literature
has been included and made part of the analysis. Gaining experience with such techniques can help in
increasing understanding for how computational text analysis works, and how to ameliorate some of the
drawbacks of introducing quantitative text analysis into an analysis practice which relies on meaning and
interpretation. There is still much to learn.
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